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“Hardcoding” Aspectual Requirements in the Model’s Architecture & Training Objectives Hinders Flexibility
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Aspect-specialized news encoders via metric-based 
contrastive learning

content-based relevance

define ad-hoc multi-aspect 
recommendation objectives

new aspect: only train 
additional A-Module

aspect-based similarity

  Flexible & customizable 

CR-Module A-Module

Training

Linearly interpolate aspect-specific similarity scores for 
final multi-aspect ranking

Inference

Generalizable

Linearly Composable Module-Specific Outputs Allow Ad-Hoc Recommendation Objectives at Inference 
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Standard Content-based Personalization

A-Modules Are Robust to Domain & Language Transfer
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Single-Aspect Customization

➔ Training: dataset combinations

➔ Inference: MIND test set 

Content personalization only 

Category injection

level of uniformity of an aspect’s 
distribution among recommendations

Aspect-based diversity (DA)

level of homogeneity between a user’s 
recommendations and history w.r.t. aspect ASentiment diversification

➔ Weigh individual aspects less than in single-aspect 
customization to avoid content irrelevance

Multi-Aspect Diversification

Harmonic mean between nDCG & DA & PSA 

Trade-off between ranking & customization

A-Modules Reshape Embedding Space
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Only CR-Module

More sports 

 news
Headline

& teaser

Politics? Negative?Source? Pro/against? 

Content Aspects

➔ Additional input

➔ Multi-task training 

of news encoder

Aspect-based customization in 
neural news recommenders

Only single-aspect 
customization

Model 
retraining

➔ Re-rank results

➔ Multi-task training 

of news encoder

More 
personalization

More 
diversity

More diversity of sources

MANNeR: Modular Framework for Multi-Aspect News Recommendation 

Aspect-based personalization (PSA)
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