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Multilinguality in News & Recommendation

15/07/2024 SIGIR 2024 2

Personalized news 

recommendation shapes 

readers’ views

An increasingly language-

diverse & polyglot online 

user community

Less relevant & less balanced & less diverse

recommendations for polyglots and readers of low-resource languages

Scarcity of publicly available, diverse, 

multilingual news recommendation 

datasets

Focus on monolingual news 

consumption & high-resource 

languages

IN ANDBUT



  

xMIND: A Multilingual News Dataset
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Diversity (linguistic, geographic, digital footprint size)

Considerations

Multi-parallel data Open source
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1 million users

130,379 unique articles

> 24 million clicks

MIND: most used news 
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Diversity (linguistic, geographic, digital footprint size)

Considerations

Multi-parallel data Open source

1 million users

130,379 unique articles

> 24 million clicks

MIND: most used news 
recommendation benchmark

Neural Machine 
Translation (NLLB 3.3B)

xMIND

14 languages from 13 families 6 scripts
5 low-resource languages 5 macro-areas



  

Zero-shot Cross-lingual News Recommendation
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➔ Training: monolingually on ENG as source 

➔ Testing: monolingually on target from xMIND

News recommenders suffer substantial performance losses under zero-shot cross-lingual transfer.

Language & 
content-agnostic

Relative performance w.r.t. ENG

Average across all xMIND languages



  

Few-shot Cross-lingual News Recommendation
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Monolingual News Consumption

➔ Training: injection of x% target language 
examples

➔ Testing: monolingually on target from xMIND

Bilingual News Consumption

Few-shot target-language injection during training shows limited benefits.

Simulated bilingual consumption: replace x% of 
source-language news in user history w/ target-
language news

➔ Testing: bilingually on ENG as source + target 

from xMIND
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xMIND @ GitHub

xMIND @ HuggingFace

Contact
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