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News Recommendation Needs (More) Diverse Multilingual Datasets 

Scarcity of publicly available, 

diverse, multilingual news 

recommendation datasets

Focus on monolingual 

news consumption & high-

resource languages

Algorithmic news 

curation shapes 

readers’ views

 An increasingly 

language-diverse 

online user community

IN BUT RESULT INAND

Less relevant & 

less balanced &

less diverse 

recommendations for 

polyglots and readers of  

low-resource languages

xMIND: Diverse, Multi-parallel, and Open-source

130,379 unique articles

1 million users

> 24 million clicks

MIND: most used news 
recommendation benchmark 

Neural Machine 
Translation (NLLB 3.3B)

xMIND

US-centric 
content

Diverse

linguistically

geographically

w.r.t. digital 
footprint size

But

Performance Deteriorates Substantially in Zero-shot Cross-lingual Transfer Recommendation
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➢ Training: monolingually on ENG as source 

➢ Testing: monolingually on target from xMIND

Language & 
content-agnostic

Out-of-sample for the language model

Average over all xMIND languages

Relative performance under zero-shot XLT w.r.t. ENG 

Few-shot Target-language Injection During Training Shows Limited Benefits

➢ Training: injection of x% target language examples 

➢ Testing: monolingually on target from xMIND

Simulated bilingual consumption: replace x% of source-

language news in user history with target-language news

➢ Testing: bilingually on ENG as source + target from xMIND

(A) Monolingual News Consumption (B) Bilingual News Consumption
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35

36

37

38

nD
CG

@
10

Model
CAUM
LSTUR
MANNeR
MINER
MINS
NAML
TANR

0 10 20 30 40 50 60 70 80 90
Percentage of target language in the bilingual user consumption
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