GraphConfRec: A Graph Neural Network-Based
Conference Recommender System

Andreea lana Heiko Paulheim

Data and Web Science Group, University of Mannheim



Conference Recommendation

Sha
. Bagle
Ky A ]
P Y0

NEURAL INFORMATION
".". PROCESSING SYSTEMS

-ou Ic M L i '*"-' The ACM Conference Series on
el Recommender Systems
On Machine Learning
THE w E B O onforence Recommender System I E E E
- ,

CONFERENCE

SR IJCAI-PRICAI
S0°06 YOKOHAMA
-"1} ICDDZ'I]Z] 2020

:”El.«:;:»q

Association for
Computational
Linguistics

ACL-IJCNLP 2021

ICLR

\SICCVViRGAL

EMNLP 2020

The 2020-Conference.on.Empirical Methods
e ~__imNatural Language Proces

16th

JCDL 2021 GraphConfRec: A Graph Neural Network-Based Conference Recommender System



Conference Recommendation

.
J Ga.r

‘
NEURAL INFORMATION
PROCESSING SYSTEMS

Ic M L .' The ACM Conference,Series on
tems

International Conference
On Machine Learning E E E
%% .\\\\\X\

GraphConfRec: A Graph Neural Network-Based
Conference Recommender System
A

=WEB

CONFERENCE

R IJCAI-PRICAI
s YOKOHAMA
"é‘% I{DDZOZI 2020

o)

. Association for
Computational
Linguistics

ACL-IJCNLP 2021

\SICCVViRIGAL

EMNLP 2020

The 2020-Conference.on.Empirical Methods I SWC

_sw. = in-Natural Language Processnng | | | | | | | | 2020
- i#6th — 20th Novernb 0.

JCDL 2021 GraphConfRec: A Graph Neural Network-Based Conference Recommender System



Status Quo

Limitations of academic venue recommenders
1. Heavy focus on textual content (e.qg. title, abstract, keywords)

2. Explicit feature engineering (e.g. meta-path features)

Limitations of knowledge base recommenders
1. Use of handcrafted features

2. Use of shallow transductive graph embedding techniques (e.g. TransE, RDF2Vec)
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GraphConfRec: Graph Construction
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GraphConfRec: Content Encoder
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Abstract

Notation Description

AVG_L Mean of last hidden layer representation of all tokens

AVG_2L Mean of second-to-last hidden layer representation of all tokens
AVG_SUM_L4 Mean of the sum of the last four hidden layers representation of all tokens
AVG_SUM_ALL Mean of the sum of all the hidden layers representation of all tokens
MAX_2L Max pool over the second-to-last hidden layer representation of all tokens

CONC_AVG_MAX_2L
CONC_AVG_MAX_SUM_L4
SUM_L

SUM_2L

Concatenation of the AVG_2L and MAX_2L vectors

Concatenation of the AVG_SUM_L4 and MAX_SUM_L4 vectors
Sum of the last hidden layer representation of all the tokens

Sum of the second-to-last hidden layer representation of all the tokens
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GraphConfRec: Recommendation Module
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GraphConfRec: Recommendation Module

Notation | Model

KNN K-Nearest Neighbour
GNB Gaussian Naive Bayes
MLP Multilayer Perceptron
MLR Multinomial Logistic Regression
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Base Model Node embedding technique

GraphSAGE (Hamilton et al., 2017) | Learn functions to aggregate feature information of nodes in uniformly sampled, fixed-size neighbourhood
Sample neighbourhoods using non-linear regression function, where a reinforcement learning policy (RL)
GraphSAGE_RL (Oh et al., 2019) determins the weight of each combination of node and neighbourhood, from the negative classification
loss output of a GraphSAGE model

JCDL 2021 GraphConfRec: A Graph Neural Network-Based Conference Recommender System 9



GraphConfRec: Recommendation Module
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GraphConfRec: Recommendation Module

supervised
GNN

Initial representations of each node Classified nodes

Base Model

Node embedding technique

GraphSAGE (Hamilton et al., 2017)

GraphSAGE_RL (Oh et al., 2019)

Learn functions to aggregate feature information of nodes in uniformly sampled, fixed-size neighbourhood
Sample neighbourhoods using non-linear regression function, where a reinforcement learning policy (RL)
determins the weight of each combination of node and neighbourhood, from the negative classification
loss output of a GraphSAGE model

GAT (Velickovié et al., 2017)
HAN (Wang et al., 2019)

A self-attention mechanism is applied over the features of the node’s neighbours
Combination of node-level attention weighting meta-path-based neighbours and semantic-level attention
weighting meta-paths in heterogeneous graph

SciBERT-ARGA (Pan et al.. 2018)

Abstracts embedded with SciBERT and graph nodes with an adversarially regularized graph autoencoder

JCDL 2021 GraphConfRec: A Graph Neural Network-Based Conference Recommender System 11



SciGraph Dataset
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SciGraph Dataset

Remarks

* Only a subset of author names are disambiguated in SciGraph

* We only consider citations towards other conference publications contained in SciGraph

* Overlap: repeating conference series

Training (1975-2014)

Validation (2015)

Test (2016)

Overlap (training - test)

Distinct conference series IDs 1,122 311 518
Distinct author names 164,103 19,994 30,175
All papers 293,836 130,002 213,000
Papers w/ English abstracts 290,877 12,990 21,223
Papers w/ English abstracts 137.376 7511 11,600

and citations in SciGraph

394
14,639
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Evaluation: Setup

Setup: 10 recommendations per model, 1 ground truth

Evaluation metrics: Recall@10, MAP@K

Best case scenario
* Recall: 0.761 (true value always contained)

* MAP: 0.761 (true value always on position 1)

Two baselines

* Authors model: recommendations based on publication history of the manuscripts’s authors

 GraphSage Neighbour: unsupervised GraphSage on co-authorship graph + cosine similarity
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Evaluation: Quantitative Results

Model configuration

Training statistics

Evaluation results

Model Embedding type Parameter seitings Ave_time (s) per epoch | Fpochs trained | Recall@10 | MAP@I0 | MAP@3 | MAP@3
I Authors (1" baseline) - - - - 0.458 0.308 0.302 0.290
l GraphSAGE Neighbour 52"‘[ baseline) CONC_AVG MAX_SUM 14 | maxpool agaregator 11.994.46 10 0.259 0.096 0.082 (0.072

GraphSAGE Classifier (citations graph) CONC_AVG_MAX_2L GCN aggregator + MLR 4,991.29 10 0.414 0.244 0234 0.221

GraphSAGE Classifier (co-authorship graph) AVG_SUM_ALL maxpool aggregator + MLR 9.010.57 10 0.054 0.019 0.015 0.014

GraphSAGE Classifier Concat SUM_L GCN aggregator + KNN (n=30) 32712 10 0.395 0.237 0.228 0215

GraphSAGE supervised (citations graph) AVG_2L GCN aggregator 29.63 20 0.417 0.246 0.236 0.223

GraphSAGE supervised (heterogeneous graph) AVG_SUM_ALL GCN aggregator 3248 20 0.440 0.258 0.247 0.234

GraphSAGE_RL Classifier (citations graph) SUM_L GCN aggregator + MLR 10,699 81 10 0414 0.242 0.231 0.220

GraphSAGE_RL supervised (citations graph) AVG_L mean-concat aggregator + last-hop reward 36.43 10 0.531 0.298 0.284 0.266

GraphSAGE_RL supervised (heterogeneous graph) | SUM_L mean-concat aggregator + all-hops reward 56.49 10 0.546 0.306 0.292 0.273

GAT (citations graph) ﬂL 8 attention heads with 64 hidden units each 9_’;53 367 ﬂ__zl'? 0.327 0.312 .295

GAT (heterogeneous ph) SUMiEL 8 attention heads with 64 hidden units each 147.25 503 0.580 0.336 0.322 0.303 ||

HAN AVG_L § attention heads with 128 hidden units each 226.34 i 0.540 0.300 0.285 0.267

SciBERT-ARGA (citations graph) AVG_IL ARGVA + FFNN with 500 hidden units 571 200 0.530 0.293 0.278 0.261

SciBERT-ARGA (heterogeneous graph) AVG_L ARGA + FENN with 500 hidden units 6.57 200 0.534 0.295 0.280 0.263

Experiments

« Different SCIBERT aggregation strategies
« 3types of input graphs
* Wide range of model specific parameters
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Evaluation: Quantitative Results

Model configuration

Training statistics

Evaluation results

Model Embedding type Parameter settings Avg. time (s) per epoch | Epochs trained | Recall@l0) | MAP@10 | MAP@5 | MAP@3
Authors (1" baseline) - - — - 0.458 0.308 0.302 0.290
GraphSAGE Neighbour (2" baseline) CONC_AVG_MAX_SUM_L4 | maxpool aggregator 11,994 .46 10 0.259 0.096 0.082 0.072
GraphSAGE Classifier (citations graph) CONC_AVG_MAX_2L GCN aggregator + MLR 4,991.29 10 0.414 0.244 0.234 0.221
GraphSAGE Classifier (co-authorship graph) AVG_SUM_ALL maxpool aggregator + MLR 9.010.57 10 0.054 0.019 0.015 0.014
GraphSAGE Classifier Concat SUM_L GCN aggregator + KNN (n=30) 3.271.12 10 0.395 0.237 0.228 0215
GraphSAGE supervised (citations graph) AVG_2L GCN aggregator 29.63 20 0.417 0.246 0.236 0.223
GraphSAGE supervised (heterogeneous graph) AVG_SUM_ALL GCN aggregator 3248 20 0.440 0.258 0.247 0.234
GraphSAGE_RL Classifier (citations graph) SUM_L GCN aggregator + MLR 10,699 81 10 0.414 0.242 0.231 0.220
GraphSAGE_RL supervised (citations graph) AVG_L mean-concat aggregator + last-hop reward 36.43 10 0.531 0.298 0.284 0.266
GraphSAGE_RL supervised (heterogeneous graph) | SUM_L mean-concat aggregator + all-hops reward 56.49 10 0.546 0.306 0.292 0.273
GAT (citations graph) AVG_L 8 attention heads with 64 hidden units each 93.53 367 0.572 0.327 0312 0.295
GAT (heterogeneous graph) SUM_2L 8 attention heads with 64 hidden units each 147.25 503 0.580 0.336 0.322 0.303
HAN AVG_L 8 attention heads with 128 hidden units each 226.34 301 0.540 0.300 0.285 0.267
SciBERT-ARGA (citations graph) AVG_2L ARGVA + FFNN with 500 hidden units 571 200 0.530 0.293 0.278 0.261
SciBERT-ARGA (heterogeneous graph) AVG_L ARGA + FFNN with 500 hidden units 6.57 200 0.534 0.295 0.280 0.263

« Different SCIBERT aggregation strategies

e 3types of input graphs

* Wide range of model specific parameters
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Evaluation: User Study

Limitation quantitative evaluation: 1 conference is correct

Participants: 25 academic researchers

Setup: test 4 models with papers of their own choice

80% Master or PhD students

16% contained in SciGraph

Recommendation suitability rating from 1 (worst) to 5 (best)

(Optional) comment on the quality of recommendations
Model | Authors | HAN | GAT (cit.) | GAT (het.)
Raters 16 21 25 22
Avg. rating 2.75 3.76 3.68 3.55
JCDL 2021
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How suitable is this recommendation?
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Limitations and Outlook

Limitations Outlook

Exclusion of ACM, IEEE, AAAI, ACL conference Publisher-independent dataset (e.g. Microsoft
proceedings due to publisher-dependent dataset Academic Knowledge Graph)

Low internal confidence scores and ranking for Re-scaling of confidence scores for top
suitable recommendations recommendations

Re-ranking of top recommendations by clustering
similar conference series

Inclusion of niche conferences and workshops Fine-tuning results based on additional features
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GraphConfRec: Recommender System for Conferences

GraphConfRec: A Graph Neural Network Approach to Generating Conference Recommendations

Contact

GraphConfRec are appropriate and achieve 3.7 out of 5 on average, with 5 being the best. The results N
offer a first glance at how semantic data and GNNs can be utilised to aid researchers in selecting
conferences and opens promising future directions, such as extending the system into a full-fledged
recommendation engine for scientific publications.

Adoption of the Linked Data Best Practices in Different Topical Domains;

Andreea lana

Recommendations
. . . . Upcoming ~ H:
dreea@informatik.uni-mannheim.de
a n L] . 1 European Semantic Web Symposium 0.15
2 European Conference on Information Retrieval 0.07
3 International Semantic Web Conference 0.07
4 European Working Session on Learning 0.06
5 Pacific-Asia Conference on Knowledge Discovery and Data Mining 0.04 23
6 International Workshop on Mining Web Data for Discovering Usage Patterns and Profiles 0.04
7 Workshop on Ontology, Conceptualization and Epistemology for Information Systems, Software 0.03
Engineering and service Science
8 International Workshop on Algorithms and Models for the Web-Graph 0.02
O e a a 9 International Conference on Web Information Systems Engineering 0.02
10 | International Workshop on New Frontiers in Mining Complex Patterns 0.02

Feedback

able is this recommendation?

https://github.com/andreeaiana/graph_confrec

Comment (optional)
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