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News Recommendation



  

News Datasets
News recommendation 

benchmarks
News data for media 
discourse analysis

General / less sensitive topics

Large-scale datasets

Few news & user features, such as   

sentiments, stances, political info, ...

Rich user click behavior

Rich information for fake news 

detection, news bias detection, ...

No user feedback data
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Polarizing topic

Sentiment and political annotations

Explicit click feedback

Demographics & political preferences

NeMig: news data NeMig: user data



  

Data Collection

Topic
● … on which most people have a somewhat clear opinion 

● … which divides partisans along party lines 

→ refugees & migration

News outlets
● ... feature a heterogeneous set of news articles on the topic

→ mix of legacy & alternative sources spanning entire political spectrum

Multiple languages
● German & English
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Data Collection: English

Exclusion CriteriaInclusion CriteriaSource

● 45 outlets

● Keywords: refugee*, asylum 

seeker*, migrant*, 

immigrant*, asylum 

applicant*, asylee*, person 

seeking asylum*, displaced 

person, displaced people, 

deportaton, immigration*

● Article should contain at 

least 2 keywords, separated 

by min. 50 words

● Article length: min. 150 

words

● Published between 

01.01.2021 - 01.07.2022

● Paid articles

● Non-English articles

● Disclaimers, advertisements, 

buying options, reader 

comments, etc.

● Announcements about 

publications, TV programs or 

movie or book 

recommendations etc.
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Data Collection: German

Exclusion CriteriaInclusion CriteriaSource

● 40 outlets

● Keywords: flüchtl*, 

geflücht*, asyl*, zuwander*, 

einwander*, immigrant*, 

immigration*, migration*, 

migrant*, ausländer, refug*, 

rapefug*, invasor*

● Article should contain at 

least 2 keywords, separated 

by min. 50 words

● Article length: min. 150 

words

● Published between 

01.01.2019 - 31.12.2021

● Paid articles

● Non-German articles

● Disclaimers, advertisements, 

buying options, reader 

comments, etc.

● Announcements about 

publications, TV programs or 

movie or book 

recommendations etc.
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Data Collection

German: 7,346 news English: 10,814 news
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Data Annotation: Political Leaning

Political leaning of news outlets (~ proxy for articles)
● English: classification using AllSides Media Bias Chart1

● German: no official categorization exists → classification by researcher team from media & 

communication domain

NeMig - A Bilingual News Colection and KG about MigrationNews Corpora 8 / 21



  

Data Annotation: Sentiment Analysis

Sentiment Classifier
● Multilingual XLM-R2 trained on Tweets & fine-tuned for sentiment analysis

● Input: news title + abstract

German

English

144

590

3,726 3,476

2,933 7,291
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Data Annotation: Sub-topic Modelling

German: 25 sub-topics English: 40 sub-topics

BERTopic3: create dense clusters of news embeddings
● Embeddings generated w/ pre-trained English Sentence Transformer4 

(English) or multilingual Sentence Transformer (German) 

● Topic representations assigned w/ class-based TF-IDF approach
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Data Annotation: Entity Recognition & Linking

Events described using named entities (in text & metadata)

Entity FilteringEntity LinkingNamed Entity Recognition

Pre-trained XLM-R fine-tuned  

on German / English CoNNL035

Linkage to Wikidata6 w/ 

multilingual seq2seq entity 

linking model7

Filter incorectly extracted or 

linked entities based on model’s 

confidence & Wikidata properties 
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NeMigKG

Nodes
● Literals: titles, dates, …

● Resources: Wikidata resources (if linked) or custom resources (otherwise)

Relations: reusing established ontologies & schemas

Enrichment with external knowledge: up to 2-hop Wikidata neighbors of linked entities
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User Data Collection: Online Study

NeMig - A Bilingual News Colection and KG about MigrationUser Data

Goal: collect implicit & explicit user feedback

OutroStimulusIntro

● Media use

● Political standpoint

● Political interest

● Disenchantment with issues

● Empathy 

● Feedback collection ● Perceived filter bubble

● Online political participation

● Polarisation (affective, 

perceived, ideological)

● Prosocial behavior

● Demographics 
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User Data Collection: Online Study
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User Data Collection: Online Study

NeMig - A Bilingual News Colection and KG about MigrationUser Data

Partipants 
● Recruited through online-access panels

● Selected using a quote procedure to create a 

representative sample 

● German & US Internet users

● 18 to 74 years old Female Male Unknown
0
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German (3242)

English (3000)

Min. High School 
Degree

Less than High 
School Degree

Min. High School 
Degree

Less than High 
School Degree

German: 3242 English: 3000
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Benchmarking: Recommendation Models 

NeMig - A Bilingual News Colection and KG about MigrationExperiments

Variety of model architectures (news & user encoders, training objectives)
● Content personalization: NRMS8

● Content + aspect-based personalization: NAML9, MINS10, TANR11

● Candidate-aware user modeling: CAUM12 

● Knowledge-aware model: DKN13

● Sentiment-debiasing objective: SentiDebias14
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Benchmarking: Content Personalization 

NeMig - A Bilingual News Colection and KG about MigrationExperiments

Models with similar architectures perform similarly regardless of training objectives

→ secondary optimization goals might have little effect on recommendation performance

External knowledge might benefit user modeling in setups with scarce training data

Quality of content personalization influenced by data sparsity

→  0.02% sparsity for German vs. 9.27% sparsity for English
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Benchmarking: Aspect-based Diversity

NeMig - A Bilingual News Colection and KG about MigrationExperiments

Aspect-based diversity15: level of uniformity of an aspect’s distribution among recommendations

Evaluated w/ normalized entropy of aspect Ap’s distribution in the recommendation list

#classes of aspect Ap

class j of aspect Ap
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Benchmarking: Aspect-based Diversity

NeMig - A Bilingual News Colection and KG about MigrationExperiments

Sentiment debiasing model achieves highest sentiment-based diversity

Political diversification nearly identical for all models
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Summary & Outlook

NeMig - A Bilingual News Colection and KG about MigrationConclusion

News recommenders control users’ perception & access to information 

Existing data resources lack user data or features for analyzing biases in news curation algorithms

Status Quo

Datasets in German & English about refugees & migration

News data: textual content + metadata + sentiment + political orientation

User data: explicit click feedback + demographics + political information

Analyze the multidimensional implications of news curation algorihms in monolingual & cross-lingual 

scenarios (i.e., filter bubbles, bias towards certain aspects, diversification of recommendations)

Generate synthethic user datasets w/ political information

NeMig

Outlook
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andreea.iana@uni-mannheim.de

https://twitter.com/iana_andreea

https://zenodo.org/record/7908392

Thank you!
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Data Annotation
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NeMigKG

Graph types
● Base: literals + entities

● Entities: only resource nodes from base KG

● Enriched entities: only resource nodes + k-hop triples from Wikidata

● Complete: enriched entities KG + literals
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Benchmarking: Aspect-based Personalization

NeMig - A Bilingual News Colection and KG about MigrationExperiments

Aspect-based personalization16: level of homogeneity between a user’s recommendations and 

history w.r.t. an aspect’s distribution

Evaluated w/ generalized Jaccard similarity

probability of news with class j of Ap 
to be in the recommendation list R 

probability of news with class j of Ap 
to be in the user’s history H



  

Benchmarking: Aspect-based Personalization

NeMig - A Bilingual News Colection and KG about MigrationExperiments

More diversity comes at the cost of personalization

Categorical & political personalization are more aligned with content personalization 



  

News Trends Analysis: DE Dataset
Discover trends & correlations between entities mentioned & events
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News Trends Analysis: EN Dataset
Discover trends & correlations between entities mentioned & events
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