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Personalized news 

recommendation shapes 

readers’ views

An increasingly language-

diverse & polyglot online 

user community
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1 million users

130,379 unique articles

> 24 million clicks
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1 million users

130,379 unique articles

> 24 million clicks

MIND: most used news 
recommendation benchmark

Neural Machine Translation 
(MT, i.e., NLLB 3.3B [1])

Main hyperparameters chosen on subset of Global 
Voices[2] dataset (best averaged over all language pairs 

overlapping with xMIND)
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14 languages from 13 families

6 scripts from 3 families5 low-resource languages

5 / 6 macro-areas US-centric content

Cultural nuances ignored
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xMIND: A Multilingual News Dataset
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Typology
➔ quantifies the presence/absence of a linguistic property in a 

language based on predefined typological binary features

Family
➔ number of distinct language families in the sample size

Geography
➔ entropy of the distribution of languages in the sample over 

6 geographic macro-areas of the world

xMIND: A Multilingual News Dataset
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NeMig [4]

➔ Languages: ENG, DEU
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Manual quality estimation of 

translations through annotations 

with native speakers

Robustness of neural news 

recommenders trained & evaluated 

on different translations 

&

1

2

Open-source MT

Evaluation Setup
w/ xMIND (small)

Commercial MT

versus
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Data: 50 news from xMIND used for testing, sampled according to (i) categorical & (ii) length distribution

Annotators: 2 per target language, native speakers of target language & fluent in English

Setup: randomized source of translations during annotation to avoid position bias
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Data: 50 news from xMIND used for testing, sampled according to (i) categorical & (ii) length distribution

Annotators: 2 per target language, native speakers of target language & fluent in English

Setup: randomized source of translations during annotation to avoid position bias
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Intelligibility (how acceptable is the translation)
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Data: 50 news from xMIND used for testing, sampled according to (i) categorical & (ii) length distribution

Annotators: 2 per target language, native speakers of target language & fluent in English

Setup: randomized source of translations during annotation to avoid position bias

Fidelity (the extent to which the original 
information is retained in the translation)
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Data: 50 news from xMIND used for testing, sampled according to (i) categorical & (ii) length distribution

Annotators: 2 per target language, native speakers of target language & fluent in English

Setup: randomized source of translations during annotation to avoid position bias

Pairwise comparison (which translation is better)
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News recommenders suffer substantial performance losses under zero-shot cross-lingual transfer.

Language & 
content-agnostic

Relative performance w.r.t. ENG

Average across all xMIND languages

Zero-Shot Cross-Lingual News Recommendation

26/09/2024 KI 2024 / Cross-lingual News Recommendation

Monolingual News Consumption

XLM-RoBERTa [6]
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Out-of-sample for the language model

Lowest performance for low-resource and unseen languages.

Zero-Shot Cross-Lingual News Recommendation
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Bilingual News Consumption

Few-shot target-language injection during training shows limited benefits.
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Few-Shot Cross-Lingual News Recommendation
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Monolingual News Consumption
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➔ Target language injection ameliorates performance 

losses from ZS-XLTMONO

➔ But: over-representing one language hurts 

performance 

➔ Target language injection is beneficial primarily for 

languages w/ the highest losses under ZS-XLTBILING

➔ Not all recommenders benefit from few-shot 

transfer

   



  

Recommenders’ Robustness to Translations
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Setup: Same experiments using data translated w/ open-source vs. commercial MT

ZS-XLTMONO ranking performance, w.r.t. MT system, 
for NAML-PLM & MANNeR

FS-XLTBILING ranking performance, w.r.t. MT system, 
for NAML-PLM & MANNeR
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➔ The quality of translations with the open-source MT is on par with those generated by SOTA commercial MT

➔ Translation quality has no significant effects on the recommenders’ performance
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➔ News recommendation needs (more) diverse multilingual datasets

➔ xMIND: open multi-parallel multilingual news recommendation dataset w/ 14 linguistically and geographically 

diverse languages, derived from the English MIND dataset using machine translation

➔ Current recommenders suffer substantial performance losses under ZS-XLT

➔ Few-shot target language injection during training brings limited gains

➔ More research needed on multilingual and cross-lingual news recommendation 

Conclusion
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